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ON PERFORMING ACTUARIAL CALCULATIONS ON GPU 

   
Abstract. The paper considers issues of performing actuarial calculations on graphical processing units (GPU). 

Ruin probability estimation for an insurance company can always be made by means of Monte-Carlo method. In 
some cases it is the only applicable method. Smallness of ruin probability may require astronomical number of 
Monte-Carlo simulations to achieve an acceptable accuracy. Effective parallelization of the Monte Carlo method  
and utilizing calculation power of modern GPU makes it possible to obtain good accuracy within reasonable real 
time limits. A software system RMS 0.2 utilizing NVIDIA CUDA 4.2 architecture for modeling reserve evolution 
and performance of an insurance company was developed. Results of numerical experiments by means of this sys-
tem are presented. 

 
 

Introduction1  
 

The essence of the insurance business is to ob-
tain maximum net income keeping adequate insur-
ance reserves to cover insurance claims. It is im-
portant to maintain a delicate balance between 
profitability and risk. The profitability is assessed 
on the basis of the distribution of collected divi-
dends and of capital balance at the end of a plan-
ning horizon. Risk is measured by the probability 
of ruin (or insolvency) of the company. 

For a formal description of insurance business 
classical stochastic risk process (Cramer-Lundberg 
model) is often used [1], which simulates a sto-
chastic evolution of the capital of an insurance 
company. In this model, on one hand the capital 
monotonically linearly increases with time due to 
continuous premium incoming, and on the other 
hand, at random moments of time (arrivals of 
claims) it jumps down by a random value (size of a 
claim). The company is bankrupt, if the capital 
becomes less than zero. Obviously, this process 
does not reflect many aspects of the insurance 
company activity, for example, reinsurance, in-
vestments, dividend payments, etc. That’s why, to 
simulate performance of a real insurance company, 
more realistic dynamic financial analysis models 
are used [2], which take into account the impact of 
many control and random factors on the dynamics 
of reserves of the company. As control parameters 
deductions to insurance reserves, running costs, 
investments, dividends, reinsurance coverage and 
other strategic managerial options are considered. 
Random factors include insurance claims, invest-
ment returns, inflation level, reimbursements due 
to reinsurance contracts, etc. Simulation results for 
fixed values of control parameters are not unique, 

                                                 
1 This article is an extended version of the report [1] at the 
International Conference "High Performance Computing» 
HPC-UA 2012, October 8-9, 2012, Kiev, Ukraine. 

they are random variables. A single simulation 
experiment does not give a complete picture of the 
quality of governance. One needs to simulate a 
large number of paths to get an idea about the 
probabilistic distribution of results. Having distri-
bution, one can calculate any deterministic charac-
teristic of the selected control strategy: the proba-
bility of ruin, expected dividends, the expected 
value of the residual provision, etc. However, the 
problem is that for the evaluation of indicators, 
such as the probability of ruin, one may need an 
astronomical number of simulations that cannot be 
performed in a reasonable amount of time even on 
modern computers. This problem was recognized 
in the actuarial mathematics, so that, for example, 
for the classical risk process a variety of approxi-
mate formulas for the ruin probability were devel-
oped [1]. But these formulas do not work for more 
general and more realistic models of insurance 
business. A universal, and often the only way to 
model complex dynamic stochastic systems, is the 
(Monte Carlo) method of statistical simulations. 
This method may require an astronomical number 
of simulations to achieve a sufficient accuracy, 
since the probability of ruin is usually rather small. 
However, parallelization makes it possible to solve 
this problem by increasing the processing power. 
In [4 - 7], a parallel version of the Monte Carlo 
method, along with a parallel method of successive 
approximations, implemented on a cluster of mul-
tiple personal computers, were used to find  proba-
bility of ruin as a function of the initial capital and 
other parameters of an insurance company. In [8] 
similar issues concerning parallel random walk 
simulations by means of graphical accelerators 
with architecture NVIDIA CUDA [9] are dis-
cussed. In this paper, the Monte Carlo method for 
the solution of actuarial tasks is implemented on 
graphical accelerators with architecture NVIDIA 
CUDA 4.2 [9], whereby computation time was 
reduced by one to two orders of magnitude com-



  

pared with calculations on CPU. Furthermore, the 
computational speed makes it possible to study 
dependences of the probability of ruin and of other 
indicators not only on the initial capital, but on a 
few other policy parameters of the company. 

 
A generalized risk process as a model of an 

insurance company 
 

An insurance company is obliged to maintain a 
certain level of insurance reserves to cover current 
accidental insurance claims. A mathematical model 
of stochastic evolution of reserves tx  of an insur-
ance company is as follows: 
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where ( )b   is some monotonically increasing func-
tion, that is called dividend barrier, a  is a part of 
the capital, allocated to non-production purposes. 
In the classical Cramer-Lundberg model [1] (with 
subtracting constant dividends d , 0 d c  ) the 
capital evolution equation is as: 
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where  , 1,2,...kz k   are independent realizations 

of random claims with common distribution func-
tion ( )F    and mean  , tN  is an integer-valued 
random variable having Poisson distribution with 
parameter   (claims arrival time rate in the expo-
nential distribution). In practice, the financial con-
ditions of a company are recorded at discrete mo-
ments of time, e.g. quarterly. In such a case, a 
mathematical model of stochastic evolution of re-
serves  

t
x  of an insurance company is the follow-

ing: 
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where 0, 1, ..., 1t T= -  – discrete time pa-

rameter; 
0

0x u= і  – a seed capital (reserve); 
t

x  

– current insurance reserve at time t ; , ,
t t t

c d x – 

total quarterly premiums, dividends and insurance 
claims for  period t , respectively. The distribution 
of 

t
x  can be estimated basing on insurance statisti-

cal data [9]. 
Let us consider ruin probability 

 0( ) Pr inf 0t T tx      as a function of the pro-

cess parameters. This probability can be used as a 
measure of risk for managing an insurance compa-
ny. For example, the ruin probability (in the infi-
nite time horizon) in the classical model of an in-
surance company (2) with exponential claim distri-
bution is as follows [2]: 
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where ( ) ( ) 1c d    . In this case the de-
pendence ( , , , , )u c d    is known explicitly. In a 
more general model (1), it can only be obtained by 
Monte Carlo simulations. Equation (4) in this arti-
cle is used for testing and tuning the Monte Carlo 
method. In addition to the ruin probability one may 
be interested in the dispersion of capital and col-
lected dividends at some moment of time, their 
average values and variances at that time, and in 
the dependence of these quantities on a variety of 
parameters. 

 
Parallel statistical simulation method 

 (Monte-Carlo) 
 
The idea of the method is to simulate in parallel 

a large number N  of trajectories of the evolution 
of a company reserve tx  in the time interval   

 0,T  for given parameters ( , , , , )u c d    and to 

calculate a share of survived trajectories ( )Np t  by 

the time t . We also calculate the average net in-
come (collected dividends): 
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where  ,0n
s nx s    is the trajectory of risk pro-

cess (1), (2) or (3) in n -th simulation; n  is the 

moment of ruin or n T  , if the n-th trajectory 

survives until time T . During paths simulation 
computing cores do not communicate, and once the 
simulation cycle is complete, information is passed 



  

to one core  and indicators ( , , , , , )Np u c d T   and 

( , , , , , )ND u c d T   are built as a function of a giv-

en parameter.  The simulation results are displayed 
in "variable parameter - ruin probability" plane and 
in the "risk - return" space i.e. in "ruin probability - 
collected dividends" plane. The accuracy of the 
Monte Carlo method can be estimated by means of 
exponential Hoeffding inequali-
ty: 

  2 2Pr ( , , , , , ) ( , , , , , ) 2 ,N
Np u c d T u c d T e         

 whence (10-k)-confidence interval for 
( , ) ( , )Np u t u t  after N  simulations is equal to: 

 ( ) 2 ln10 ln 2k N k N   .
 

 
 

Software implementation of a parallel Monte 
Carlo simulation method on GPU 

 
To perform simulations, insurance modeling 

software system “RMS 0.2” was developed. 
Graphical interface of the system (Fig. 1, 2) allows 
studying the dependence of a utility function (for 
example, the value of collected dividends or the 
residual capital) on different control parameters. 
One can also visualize the dependence of ruin 
probability (used as a measure of risk) on parame-
ters. The interface is built on .NET technology and 
the calculation core was coded in CUDA C.  

The following features were implemented in a 
current version: 

model selection  (classical or discrete-time 
model); 

standard statistical data analysis; 
 

 

Fig.1. The window of parameters setting in RMS 0.2. 

 
Fig.2. The displaying simulation results. 

 
setting reference intervals and grid sizes for var-

iable parameters; 
setting a number of simulations; 
setting parameters for parallel computing (load 

balancing between cores); 
project saving and loading (both data and model 

parameters); 
building and visualizing ruin probability, total 

dividends and the residual capital dependences on 
any of the model parameter; 

displaying simulation results (efficient frontier) 
in the plane "probability of ruin - total dividends"; 

printing and saving results. 
The system was tested on real world statistical 

data for specific companies, obtained by pro-
cessing data from the Ukrainian journals "Strahova 
sprava" and "Insurance TОР". An example of such 
data is shown in Fig.3. 

 

Fig. 3. The empirical distribution of normalized 
quarterly claims. 

For implementation of parallel Monte Carlo 
method the key problem is generation of a large 
number of independent long sequences of inde-
pendent random numbers. In our case, this problem 



  

is solved by using a pseudo-random number gener-
ation library CUDA CURAND [8]. Experiments 
have been conducted with single and double preci-
sion representations of numeric data. 

 
Numerical results 

 
The problem of finding ruin probability and the 

net income of the insurance company on a finite 
time interval  0,T  is considered. For the test pur-

poses the classical Cramer-Lundberg model (2) 
with exponentially distributed values of claims and 
its time discretization (3) were used, as the model 
(2) admits a simple analytical solution (4) for the 
ruin probability. Numerical experiments were per-
formed on the following equipment - AMD Athlon 
64 3200 + 1.5Gb Ram, graphics accelerator - Nvid-
ia GeForce GTX 560 2Gb using NVIDIA CUDA 
4.2.  

1. GPU acceleration.   The comparison of 
elapsed time on CPU and GPU for estimation of 
the ruin probability for process (2) with parameters 

100T   1c  , 0d  , 1   , 1u  , was made. 

The observed acceleration when performing calcu-
lations on GPU is about one or two orders of mag-
nitude (Fig 4.).  

2. The accuracy and the evaluation of small 
ruin probability on the GPU. The comparison of 
estimate for ruin probability  of process (2) on time 
interval 100T   with its exact value on infinite 
time interval T    that was obtained by 

 

Fig. 4. Comparison of computing speed. 

the formula (4), parameters 2c  , 1   , 

10u   was conducted, see Tab. 1. This experiment 
shows that by means of GPU one can accurately 
evaluate small ruin probabilities in a real time. 

 

Tab. 1. The accuracy and computation time for 
ruin probability. 
Number of trajectories 106 107 
Time (in milliseconds) single 
precision. 199 1959 
Time (in milliseconds) double 
precision. 581 5019 
Relative error, single preci-
sion% 3.35 0.654401 
Relative error, double preci-
sion% 1.03 0.322772 
Theoretical ruin probability on 
infinite time interval 0.003369 

3. Studying ruin probability and net income 
dependence on parameters by using GPU. Using 
insurance modeling system RMS 0.1, one can 
calculate ruin probability and net income (total 
collected dividends) as functions of any parameter 
of the model. To do this, one need to specify the 
minimum and maximum values of varied paramter 
and the number of intermediate values of the 
parameter. Reduction of computational time is 
achieved through massive parallelism of statistical 
simulation method by GPU. Fig. 5 shows (dotted 
line) the ruin probability ( , , , , , )u c d T    for 
model (2) as a function of claim arrival 
intensity [0.5,2.2] . The solid line shows the 
exact value of the ruin probability for T    ac-
cording to formula (3). Other parameters values 
are: 10u  , 2,c   0d  , 1  , 100T  . A dis-
crepancy between ruin probability estimate and the 
exact value appears due to the finite time interval 

100T   in case Monte-Carlo method.  

 

Fig. 5. Ruin probability as a function of claim 
arrival intensity. 

Figs. 6, 7 show the simulation results for 
process (1) with dividend strategy 
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where dividend barrier  5,50b  is a variable pa-

rameter. The rest of the model parameters have the 
following values: 2,c   2  , 10u  , 1.5  , 

100T  , 1d   .  
In Fig. 8 the ruin probability and collected 

dividends are displayed on the same graph as a 
implicite functions of common variable parameter 
b . 

 
Fig.6. Ruin probability as a function of dividend 

barrier b. 

Conclusions 

The usage of graphical accelerators allows per-
forming actuarial calculations by means of Monte 
Carlo method with an acceptable relative  

 
Fig.7. Dependence of the collected dividends and 

of the residual capital on the threshold b. 

 

Fig.8. Results of simulation in the plane "profit-
risk" 

accuracy 1% for ruin probabilities of order 310  in 
practically real time. One should take into account 
that the speed of the Nvidia GeForce 400/ GeForce 
500 graphics cards (Fermi architecture) is approx-
imately 8 times faster in performing single-
precision calculations compared to double-
precision ones. Thus practicality of performing 
double precision calculations has to be analyzed in 
every particular case. 

The developed system of actuarial modeling 
RMS 0.2 gives an opportunity for the company risk 
manager to predict effects of policy changing by 
building and analyzing ruin probability and net 
income dependences on any model parameter. 
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